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Overview

1. Learning attributed network embeddings with fastText (Bojanowski et al.
2017)

o Afast and simple way to model graph structure and attributes jointly

2. Generating network embeddings from text

o Use BERT to predict a node representation given the text associated with that node
m Example: citation graphs with metadata and abstracts

o Predicting text attributes with similarity

o Generating contextualized word embeddings

3. Potential relevant applications
o Semantic graphs, hypertext, ontologies...



Attributed Network Embeddings

e Network embeddings encode structural information about nodes in a network.

e A simple method still in use is node2vec (Grover and Leskovec, 2016)
o Trains word2vec (a word embedding model) using random walks on the graph as text data
o Treats node IDs as words and walks as text sequences
e Like word2vec, node2vec has a fixed vocabulary
o Cannot represent nodes not seen during training
o Has no way to represent node attributes (each node is just an arbitrary ID)

e More recent methods address these shortcomings, but can be challenging

and expensive to implement.

o They require proficiency with actual ML libraries (excludes large potential user base)
o Can be slow and computationally expensive



Using fastText for attributed network embedding
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Why does this work?

e Unlike word2vec, fastText is a character n-gram model

o fastText can represent any sequence of valid Unicode characters, whether they were seen in
training or not.
o In addition, fastText shares character n-gram representations across words.

s(w,c) = Z Z;—Vc.

gegw
e \WVe can represent attributes and nodes in the same space
o Can compute similarity values between attributes and nodes freely.

e \We can update a model with out-of-sample attributes

o Other models like attri2vec (Zheng et al. 2021) use fixed-length attribute vectors to learn node
representations, which requires knowing the number of possible attributes in advance.



Network embeddings and language modeling

e Many networks are derived from (or can be easily mapped to) text data
o Citation graphs, semantic graphs, ontologies...

e Can we predict attributed network embeddings from text sequences?

e And can we use these generated embeddings to predict attributes?

o What happens to the model’s hidden states with this approach?
m Contextualized word embeddings?



Our approach

1. Build a citation graph dataset using Semantic Scholar (S2)
a. 25,000 nodes, 53,530 edges
{node_ id:

{

title: ‘Enriching Word Vectors with Subword Information’,

abstract: ‘Continuous..’,

authors: [2329288, .., 20474461087,
venue: ‘TACL’,

year: 2016

:
2. Train fastText on the citation graph with metadata attributes
a. Encode nodes as “{Decade}{Year}{Venue}{Authors)’[1“EEIiliD”

3. Train BERT to predict node embeddings from paper titles and abstracts



Training

1. Train fastText 2. Fine-tune BERT on node embeddings
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Similarity of BERT-estimated and fastText embeddings
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Downstream accuracy

Fine-tuning Strateqy

Text

Text + Node Embeddings

Year Prediction
10 classes,
maj. baseline = .44

4474 (F1=.38)

5110 (F1=.49)

Venue Prediction
100 classes,
maj. baseline = .33

4074 (F1=.35)

4374 (F1=.41)



Attribute similarity
e >70% of estimated
embeddings are most or
second-most similar to the
correct year embedding.
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Word-level representations

e Does this method affect word-level representations (“word vectors”)
generated by the language model?

e \WVe generate pairwise similarities for every occurrence of a given word that
appears in our test set from models fine-tuned on text and text+embeddings.

e Ideally, fine-tuning LMs on node embeddings will “contextualize” word

embeddings as well.
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Future directions

e Larger citation graph datasets and full-text documents (not just abstracts)
e Improving our understanding of the relationship between attributes, graph
structure, and text data.

e Extending our method to ontologies and semantic graphs
o Unified Medical Language System
o Wikidata
o Universal Decompositional Semantics Dataset (White et al. 2019)
m Predicting semantic type from subsequences



Thanks!
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